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A B S T R A C T   

Machine learning is a major branch of artificial intelligence that has been widely implemented in 
optical applications. Here we establish and validate two fully connected feed forward artificial 
neural networks (ANNs) based on the multilayer perceptron incorporating double hidden layers. 
The constructed ANNs act as regressors to efficiently predict the divergence and deflection angles 
of beams emerging from the beam-converging and -deflecting lenses, respectively. The target lens 
specifications can then be inversely queried by the desired beam divergence and deflection angles 
contained in the forecasted datasets. With the aid of meticulous hyperparameter tuning, the 
optimized ANNs of the beam-converging and -deflecting lenses yield high coefficient of deter
mination (R2) scores of 9.9964e–1 and 9.9933e–1, and low mean squared error (MSE) losses of 
1.0e–5 and 2.2e–5, respectively. Compared with the conventional optical design, the proposed 
scheme has been confirmed to substantially alleviate the complexity of lens design, provide rich 
lens specification solutions for different beam divergence and deflection angles, and drastically 
reduce the computation time by over four orders of magnitude.   

1. Introduction 

Geometric optical lenses are indispensable elements in a wide range of optical modules and systems. They are particularly exploited 
in light detection and ranging [1,2], near-infrared imaging [3], microscopy [4], and medical imaging [5]. Currently, in various satellite 
and wireless communication systems, the data rate and throughput are impeded by the narrow propagation angle of 
information-carrying beam [6,7]. Additionally, nonmechanical light detection and ranging systems involving optical phased arrays are 
also prone to exhibit relatively large divergence angles and limited scanning ranges, resulting in unsatisfactory resolution and cramped 
field of view [8–10]. The finite propagation angle and excessive divergence of beams hinder versatile optical applications. Therefore, 
geometric lenses, which can widen the beam deflection angle and shrink the beam divergence, act as a viable alternative to overcome 
this challenge. However, the lens specifications required to diminish the beam divergence and magnify the deflection angle are initially 
unknown. As a result, devising geometric lenses with the desired characteristics is a complex and iterative process that entails the 
extensive tuning of multiple parameters. Multitudinous combinations of lens parameters, such as different radii and thicknesses, lead 
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to different performance in terms of the beam divergence and deflection angle. The process of setting appropriate parameters leading 
to the desired lens performance can be viewed as an optimization process, which requires repeated iterations and endures massive 
computation time. Under such circumstances, there is an imperative demand to develop a strategy to speed up the derivation of lens 
structural parameters while simultaneously streamlining the lens development process. 

Over the past decade, machine learning (ML) has been extensively explored for diverse photonics applications, such as optical fiber- 
optic imaging [11,12], optical lenses [13,14], crystal fibers [15,16], [17], waveguides [18–20], sensors [21,22], photodetectors [23], 
and denoising of micro-interferograms [24–27]. ML can fit the independent and dependent variables of a dataset and approximate 
sophisticated functions with various nonlinear activation functions, thus avoiding the potential errors caused by human learning. 
Numerous ML algorithms are dedicated to solving classification and regression problems, which differ in whether the output of an 
artificial neural network (ANN) is discrete or continuous [28]. The widespread deployment of ML in optics is partly attributable to its 
capability to mitigate inevitable limitations such as high demands on the computer hardware configuration, manual adjustment of 
multiple parameters, and lack of rapid optimization. The ML scheme holds the potential to be integrated into conventional optical 
design tools to overcome the slow and troublesome lens development process, thereby relieving lens design practitioners of 
tremendous labor and reliance on proficient skills [29]. In this work, we put forward two ANNs based on a perceptron resorting to 
double hidden layers, which can efficiently predict the performance of the two lenses devised. The proposed lenses are exploited to 
shrink the beam divergence in the vertical direction and flexibly enlarge the deflection range of the beam in the lateral direction, 
respectively. The trained ANNs avoid the laborious process of manually modifying the lens parameters, thereby abating the 
concomitant complexity and computation time of the lens design. The proposed approach is anticipated to expand the scope of 
artificial intelligence-empowered optical design. 

2. Lenses proposed for adjusting the convergence of beam and amplifying its deflection angle 

In this work, we are primarily concerned about the design of two different types of lenses, a beam-converging lens (lens A) and 
beam-deflecting lens (lens B), which are deemed to minify the divergence of a beam emitted by an optical fiber and enlarge the 
deflection angle of a collimated beam, respectively. Lenses A and B are quintessential examples of lenses for reducing beam divergence 
and enhancing beam deflection. The proposed ML-based scheme mainly focuses on these two types of lenses but is not limited to them, 
which can be readily applied to other optical components. The two lenses are made of polymethyl methacrylate with a refractive index 
of 1.48 at a wavelength of 1550 nm. They have been rigorously devised and inspected using a ray-optic tool LightTools (Synopsys Inc., 
USA), which is a widely utilized commercial simulation tool. It is worth mentioning that an additional Synopsys commercial software, 
with the same reputation as Zemax, is CODE V, which is mainly used for imaging design, while illumination analysis is undertaken by 
LightTools. Therefore, LightTools from the same company as CODE V is categorically trustworthy in terms of geometric optical design. 
The equations defining the front and rear aspheric surfaces of lenses A and B can be described as y(z)lens A = cz2

1+
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1–(1+k)c2z2

√ and y(x)lens B 

= cx2

1+
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1–(1+k)c2x2

√ [30], where c and k represent the curvature and conic constant, respectively. To demonstrate that lens A helps suppress 

the beam divergence, in LightTools, the laser source is particularly configured to mimic the large divergence angle characteristics of an 
ultra-high numerical aperture fiber (UHNA4 type, Nufern), exhibiting a divergence angle of ~28◦ under a Gaussian intensity distri
bution. As delineated in Fig. 1(a), a beam travels through the anterior surface of the lens A at an incidence angle θin and exits its 

Fig. 1. Schematic of the designed lenses and their ray-optic operation. (a) Converging of a beam from a fiber through lens A. (b) Increased 
deflection of a collimated beam through lens B. 
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posterior surface into air, serving a reduced angular divergence θout. Here, θout is represented as θout_1/e2 and θout_FWHM corresponding to 
full widths at 1/e2 and half maximum levels, respectively. The working distance (WDA), thickness (TA), front and rear conic constants 
(CCA_F and CCA_R, respectively), and front and rear curvatures (CA_F and CA_R, respectively) of the lens are the parameters that mainly 
affect its ability to reduce θin. In the cases of different geometric parameters, θout_1/e2 and θout_FWHM vary from 3.04◦ to 21.18◦ and 
1.88–12.54◦, respectively. Next, Fig. 1(b) portrays the behavior of lens B, which enlarges the deflection angle of a cluster of light rays 
emerging from a fiber collimator with respect to the optic axis. The outgoing beam leaves the lens with an enlarged deflection angle 
ψout in the lateral direction. The design parameters of lens B may include the working distance (WDB), thickness (TB), front and rear 
conic constants (CCB_F and CCB_R, respectively), and front and rear curvatures (CB_F and CB_R, respectively). In response to the geometric 
parameters of the lens, the angle of deflection is amplified from ψ in = 15◦ to ψout, which varies from 17.64◦ to 44.83◦. The beam 
divergence angles θout_1/e2 and θout_FWHM, and the deflection angle ψout are adopted as the indicators to assess the performance of the 
proposed lenses A and B. Field curvature aberration, stigmatism, and spherical error are evaluation indexes that are used to measure 
the image-formation property of an optical system. In this work, we focus on the illumination (non-imaging) implemented by the 
optical system rather than imaging. Therefore, the aforementioned imaging characteristics used to measure the performance of the 
designed optical lenses cannot be obtained. 

3. ML-based design of the proposed lenses 

The transition from the conventional lens design to an ML-based lens development entails a series of steps to be accomplished. As 
described in Fig. 2, the relating transformation process includes the accumulation of raw simulated data for lenses A and B, pre
processing of the acquired data, training of ANNs, performance evaluation of the trained ANNs, and selection of lens specifications 
from the predicted lens performance. A typical approach of ML is regarded as supervised learning, which utilizes algorithms to explore 
the relation between the input and corresponding output data contained in the training set, resulting in an inferring function. The 
yielded function is then used to predict outputs for previously unknown input data samples. Hence, the simulated data samples that 
consist of arrays of independent and dependent variables called features and labels, respectively, play a crucial role in ML. The 
objective of training ANNs in this work is to build a map that infers the optical performance of lenses from their geometric parameters. 
The parameters of the lenses and their performance are collected as features and labels of the ANNs, respectively. Each lens itself has 
various geometric parameters, such as its length, width, height, thickness, radius of the curvature, conic constant, and working dis
tance. Reducing the number of features and dimensions of the training data set can make the generalization of an ANN more robust, 
reduce the possibility of overfitting, and enhance the correlation between features and labels. Consequently, it is necessary to select the 
parameters that have the greatest impact on the optical performance of the lens as the features for the training data set. Parameters 
such as length, width, and height, which have little influence on the optical path of light beams passing through the lenses, exhibit the 
least correlation with the lens performance and should be discarded. The feature selection eliminates irrelevant features, thereby 

Fig. 2. Flowchart of the proposed ML-based lens design.  
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reducing the noise of the dataset, improving the accuracy of an ANN, and compressing the training time considerably. A built-in tool in 
LightTools called Parameter Analyzer is adopted to collect datasets that can be fed into the ANNs to train them and examine their 
prediction power. The optical characteristic parameters of lenses A and B are utilized as input features XAi and XBi (1 ≤ i ≤ 6), 
respectively. Concurrently, the lens performance θout_1/e2 and θout_FWHM are considered as the corresponding labels YAs (1 ≤ s ≤ 2) of 
the ANN for lens A, while ψout is the output label YB of the ANN for lens B. After the acquisition conditions are configured, the tool 
automatically runs simulations for all combinations of input features to produce the corresponding outcomes. The obtained datasets 
comprise 13,690 and 13,366 sample combinations for lenses A and B, respectively. The features of the model acquired from lenses A 
and B are tabulated in Tables 1 and 2 below, respectively. 

The prediction power of an ANN depends in part on the quality of the training set, which is critical to ensure precise predictions. 
However, feeding raw data directly to a network model may lead to an inferior prediction quality. Hence, preprocessing of raw datasets 
should be fulfilled via operations encompassing denoising, partitioning, and scaling. When the lens parameters vary over a wide range, 
abnormal parameter combinations occur to engender rays with a bimodal non-Gaussian distribution [31]. By comparing and analyzing 
the normal Gaussian beam divergence in the acquired data, the ratio of θout_1/e2 to θout_FWHM is between 1.5 and 1.8 (mostly around 
1.7). A beam with a ratio of θout_1/e2 to θout_FWHM ∕∈ [1.5, 1.8] exhibits a bimodal angular profile. If bimodal non-Gaussian beams are 
introduced to the dataset adopted by the ANN of the lens A, they are deemed to mislead the training of the ANNs and impair their 
predictions. Therefore, rays with bimodal profiles are classified as noisy data, which lack learning significance for the network to be 
trained and therefore are filtered out prior to operation. After denoising, the dataset size of lens A is slightly reduced to a value of 
12918. Considering the performance of lens B is determined by ψout, which does not involve the issue of bimodal non-Gaussian dis
tribution, the dataset of lens B requires no denoising and thus its volume remains at a value of 13366. The denoised dataset of lens A 
and dataset of lens B are then shuffled separately, where 80% of datasets are randomly split into the training sets for the ANNs, while 
25% of the data in the training sets are set aside for validation. The ANNs terminate training early when the validation scores do not 
improve within 15 consecutive epochs. The remaining 20% of the denoised data are assigned to an unknown test set to evaluate the 
generalizability of the trained model. Consequently, the ratio of training, validation, and test data volumes is determined to be 6:2:2. 
The features and labels extracted at different scales make unequal contributions to the fitting and learning of the model. The objective 
of scaling is to convert the acquired input features and output labels into a specific scale, thereby reducing the number of iterations to 
accelarate the gradient descent of the ANNs to discovery the optimal solutions and decreasing the value of loss function to enhance the 
prediction accuracy. Thereupon, input features and output labels of each column in the datasets are scaled to [–1, 1] and [0, 1], 
respectively. 

The selection of an appropriate ANN architecture ensues when the data preprocessing is completed. During training, the selected 
framework learns from the provided data to execute predictions. Scikit-learn is a renowned and powerful ML library which can handle 
classification and regression problems [32]. The relation between the specifications and performance of a lens can be regarded as a 
regression problem. Therefore, the MLPRegressor belonging to the scikit-learn library, a popular algorithm in the field of ML that is 
adept in handling regression problems, was taken into consideration [33]. The underlying multilayer perceptron (MLP) framework of 
MLPRegressor facilitates the ANNs to efficiently execute lens design. However, before finalizing the MLPRegressor, linear regression 
models were also investigated. However, the accuracy of the linear regression models was slightly inferior to that of MLPRegressor so 
that the linear models were discarded. The performance comparison between the linear regression models and proposed MLP-based 
ANNs on the test sets of lenses A and B can be found in Table 6 of Section 4.1. Each of the two ANNs constructed consists of an input 
layer with six inputs, two hidden layers with forty neurons each, and an output layer, where the output layers of the ANNs for lenses A 
and B possess two outputs and one output, respectively. The neurons in each hidden layer are seamlessly connected to each neuron in 
the adjacent layers. The schematic of the ANN of lens A is illustrated in Fig. 3. The ANN of lens B is almost identical to that of lens A, 
except that the number of output neurons is one less. The performance of the trained ANNs is judged by its capability to fit the loaded 
training sets and deliver precise predictions. An poorly tuned ANN is deemed to fail to befit the training data. Indispensable hyper
parameters in the hidden layers are inclusive of the depth and width of hidden layers, nonlinear activation function used to create 
sophisticated mappings between the inputs and outputs, weight optimization solver, batch size, and initial learning rate. The selection 
of hyperparameters entails a complicated process. Extensive experiments with various hyperparameters were fulfilled prior to final
izing the configuration of the two ANNs. Ultimately, a set of hyperparameters that lead to a reasonably high accuracy of the con
structed ANNs were selected. It is worth mentioning that the ANNs of lenses A and B share the same set of hyperparameter 
configurations. The deployment of the ANNs is enumerated in Table 3. 

Assessing a trained ANN in terms of such as the coefficient of determination (R2) score and mean squared error (MSE) loss on the 
training, validation, and test sets is presumed to shed light on whether the model is configured with the appropriate hyperparameters. 
An R2 score of ~1 and an MSE loss close to 0 signify high correspondence between actuals and forecasts. Once the hyperparameters 
pertaining to an ANN are tailored, with increasing number of epochs, the R2 scores corresponding to the training, validation, and test 

Table 1 
Features collected from the lens A.  

Boundand 
increment 

WDA [mm] 
(XA1) 

TA [mm] 
(XA2) 

CCA_F 

(XA3) 
CCA_R 

(XA4) 
CA_F [mm–1] 
(XA5) 

CA_R [mm–1] 
(XA6) 

Lower bound  4  4 –1 –1  0.05  0.05 
Upper bound  6  6 1 1  0.125  0.125 
Increment  1  1 1 1  0.00625  0.00625  
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sets are observed to approach 1 whereas the MSE losses decline to 0. Further verification was performed by comparing the agreement 
between the forecast outcomes and simulation data of lenses A and B. The metrics as well as the agreement between predicted and 
actual values evidence that the ANNs can give rise to accurate predictions. Both the accuracy of the proposed ANNs and the comparison 
between the ML-based lens design and its conventional counterpart are rigorously expounded in Section 4. 

4. Result analysis 

The proposed ANNs were implemented in the programming language of Python and executed on a computer equipped with an Intel 
Core i5–8500 processor with a base clock frequency of 3.00 GHz and memory of 32 GB. The performance of the trained ANNs for lenses 
A and B has been appraised by examining the accuracy in terms of the R2 score and MSE loss. To intuitively judge the effectiveness of 

Table 2 
Features collected from the lens B.  

Bound and increment WDB [mm] 
(XB1) 

TB [mm] 
(XB2) 

CCB_F 

(XB3) 
CCB_R 

(XB4) 
CB_F [mm–1] 
(XB5) 

CB_R [mm–1] 
(XB6) 

Lower bound  15  3 –1.5 –1 –0.2  0.02 
Upper bound  17  5 –0.5 1 –0.06  0.05 
Increment  1  1 0.5 1 0.01  0.003  

Fig. 3. Schematic of the proposed MLP-based ANN of the lens A incorporating an input layer (six inputs), two hidden layers (forty neurons per 
layer), and an output layer (two outputs). 

Table 3 
Configuration involved in the constructed ANNs.  

Parameter Value Function 

Algorithm MLPRegressor A supervised learning algorithm that can solve regression problems. 
Depth 2 The number of hidden layers. The role of the multiple hidden layers is to further partition different types of data. 
Width 40 The number of neurons in each hidden layer. Multiple neurons can perform multiple nonlinear divisions to continuously 

approach the decision boundary of the algorithm. 
Activation 

function 
ReLU The ReLU function f(x) = max (0, x), which is exploited to add nonlinear factors to solve problems that cannot be solved by 

linear models. ReLU handles the common vanishing gradient problem and is the fastest activation function to compute 
gradients. 

Solver Adam For weight optimization, the loss function can be minimized by adjusting the weights and biases. The significance of the loss 
function is to calculate the deviation of the actual value of the target value from the predicted value. 

Batch size 128 The number of data samples captured per epoch during training. It makes the direction of gradient descent more accurate 
and improves the training speed. 

Initial learning 
rate 

0.001 It plays a decisive role in the convergence of the ANNs. 

Early stopping Yes It prevents overfitting of the ANNs. The model reaches most stable state after 174 and 160 epochs for lenses A and B, 
respectively.  
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the ANNs, the predictions were compared with the actual simulation data. Additionally, the process of the constructed ANNs predicting 
the lens specifications was elaborated, and complexity and computation time of the ANNs and LightTools were comparatively 
scrutinized. 

4.1. R2 scores and MSE losses of the proposed ANNs 

R2 score is one of the most crucial statistics reflecting how well an ANN fits the dataset, while the MSE loss measures difference 
between the predicted and actual values. High R2 scores and low MSE losses on the training, validation, and test sets imply that an ANN 
is deployed with appropriate hyperparameters and can conduct precise forecasts. Various values for the depth and width of the hidden 
layers, and activation functions were experimented before deciding on the final hyperparameter configuration. The deployment of the 
depth and width of the hidden layers is the primary issue to be addressed. When deploying the ANNs with one hidden layer, the ANN of 
lens A achieved an R2 score of 9.9886e–1 on the test set. With the configuration of two hidden layers, the trained ANN could realize a 
higher prediction accuracy with an R2 score of 9.9964e–1. The depth of the hidden layers continued to increase to three, at which point 
the R2 score dropped to 9.9918e–1 and the training time increased with the number of hidden layers. Furthermore, deeper hidden 
layers may incur overfitting issues. Thus, two hidden layers were finally assigned to the ANNs. The issue of determining the width of 
per hidden layer ensues when the depth of the hidden layers has been fixed. As a rule of thumb, the width of the hidden layer may be 
between the number of neurons in the input and output layers [34]. However, the width required for the hidden layers depends more 
on the complexity of the training cases encountered and is not necessarily in accordance with the aforementioned rule. Determining 
the hidden layer width is a process of trial and error [35]. When determining the number of neurons per hidden layer, experiments 
were first carried out empirically. However, the R2 scores were relatively low. To improve the R2 scores, 40 neurons were selected for 
each hidden layer after extensive attempts. The R2 scores and MSE losses of the ANNs on the test sets of lenses A and B are shown in  
Table 4. 

Among commonly used activation functions including Sigmoid function, the ReLU function is most prominent, which has been 
chosen as the default activation function of MLP. The advantages of the ReLU function are as follows. Firstly, it increases the 
nonlinearity of an ANN, making it more accurate in fitting the data set [36]. Secondly, the calculation speed of ReLU is faster than 
Sigmoid function. The formulas of Sigmoid and ReLU functions are fSigmoid(x) = 1

1+e–x and fReLU(x) = max(0, x), respectively. Since the 
Sigmoid function involves computationally intensive exponential operations, while the operation of ReLU function is not complex, 
which can be simply conducted by calculating a threshold. ReLU brings sparsity to an ANN to make the ANN more efficient [37]. 
Thirdly, when the input of the Sigmoid function is an extremely large positive or small negative value, its output tends to be saturated, 
which destroys the gradient of an ANN. The vanishing of the gradient makes it arduous to update the weights of the model, which 
drastically hinders the learning ability of an ANN. However, the ReLU function circumvents the gradient vanishing problem [38]. 
Lastly, the output of Sigmoid function is not zero-centered, resulting in the sluggish convergence of the ANN, whereas ReLU has a huge 
acceleration effect on the convergence of stochastic gradient descent [39]. Softmax function is hardly used in the hidden layers but 
mostly used in the output layer of an ANN. Thus, the scope of its application is relatively narrow. It is generally dedicated to 
multi-classification tasks to predict probability distributions over mutually exclusive class labels. Therefore, in the context of the 
regression problem encountered in this work, Softmax is not a worthy choice of activation function compared to ReLU. Since the 
proposed ANNs using ReLU function as an activation function achieve a reasonably high accuracy and precisely predict the lens 
performance, ReLU activation function is preferred to Sigmoid and Softmax ones. The accuracy on the test sets and training 
time-consuming comparisons of the ANNs for the cases of Sigmoid and ReLU functions are detailed in Table 5. Furthermore, the 
accuracy of the ANNs for lenses A and B is compared with linear regression models on their test sets, as shown in Table 6, which 
manifests that the ANNs based on the MLP algorithm do enhance the prediction accuracy. Consequently, it is necessary to utilize 
MLP-based ANNs to deal with the forecasting of the lens performance. Ultimately, the ANNs were determined to deploy the hyper
parameters in Table 3 above. 

The metric curves of the ANNs with the final configuration on the training, validation, and test sets are plotted in terms of epoch in  
Fig. 4. For lens A, Fig. 4(a) and (b) show that the initial R2 scores start at a low level in the vicinity of 0 and the maximum starting value 
of MSE loss is 5.4411e–2. It is observed that the R2 score improves and the MSE loss diminishes over the iterative process, assuming 
slight fluctuations. After 174 epochs, the training is terminated as the validation score shows no further increase in 15 successive 
epochs, resulting in a final average R2 score and MSE loss of 9.9957e–1 and 1.3e–5 on the dataset, respectively. A similar trend is 
witnessed for lens B, as shown in Fig. 4(c) and (d). The final average R2 score reaches 9.9931e–1, and the average MSE loss drops to 

Table 4 
R2 scores and MSE losses on the test sets of lenses A and B for ANNs with different hidden layer widths.  

Number of hidden neurons ANN of the lens A ANN of the lens B 

R2 MSE R2 MSE 

2 9.8639e–1 3.5e–4 9.8694e–1 3.7e–4 
3 9.8678e–1 3.7e–4 8.8700e–1 3.8e–4 
4 –3.4428e–3 2.8e–2 9.8736e–1 3.7e–4 
5 9.8689e–1 3.7e–4 9.8829e–1 3.4e–4 
6 9.9248e–1 2.1e–4 9.8883e–1 3.2e–4 
40 9.9964e–1 1.0e–5 9.9933e–1 2.2e–5  
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Table 5 
The R2 scores and MSE losses on the test sets, and training time comparison for ANNs using the Sigmoid and ReLU activation functions.  

Activation function ANN of the lens A ANN of the lens B 

R2 MSE Training time R2 MSE Training time 

Sigmoid 9.9784e–1 6.0e–5 16.2 s 9.9579e–1 1.4e–4 11.5 s 
ReLU 9.9964e–1 1.0e–5 4.7 s 9.9933e–1 2. 2e–5 4.3 s  

Table 6 
Performance comparison between linear regression models and the proposed MLP-based ANNs on the test sets of lenses A and B.  

Model Lens A Lens B 

R2 MSE R2 MSE 

Linear regression models 9.8742e–1 3.4e–4 9.5360e–1 1.4e–3 
MLP-based ANNs 9.9964e–1 1.0e–5 9.9933e–1 2.2e–5  

Fig. 4. Evaluation of the performance of the proposed ANNs for lenses A and B on the training, validation, and test sets during an iterative process. 
(a) R2 score and (b) MSE loss of the ANN for the lens A. (c) R2 score and (d) MSE loss of the ANN for the lens B. 

Table 7 
R2 scores and MSE losses of the ANNs for lenses A and B.  

Data set ANN of the lens A ANN of the lens B 

R2 MSE R2 MSE 

Training 9.9966e–1 1.0e–5 9.9937e–1 1.9e–5 
Validation 9.9942e–1 2.0e–5 9.9930e–1 2.5e–5 
Test 9.9964e–1 1.0e–5 9.9933e–1 2.2e–5  
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2.2e–5, with both metrics stabilizing after 160 epochs. Initially, the MSE loss curves for training, validation, and test sets are slightly 
different from each other, but eventually these curves converge and maintain almost the same value, which signifies that the models 
sufficiently fit the datasets without overfitting and underfitting. The R2 scores and MSE losses are listed in Table 7. 

4.2. Comparison between the predicted and actual lens performance 

The accuracy of the ANNs after training has been investigated in terms of the R2 score and MSE loss. To further visualize the 
prediction power and generalizability of the ANNs, comparisons between the predicted and simulated outcomes are presented in Fig. 5. 
Fig. 5(a)–(c) depict the agreement between the predicted and actual values of θout_1/e2 , θout_FWHM, and ψout, respectively. Since the data 
used for validation are also partitioned from the training set, Fig. 5 compares the actual data samples and predicted results on the 
training and test sets. Fig. 5(a) show a linear relationship between the actual and predicted θout_1/e2 on the training and test sets, which 
demonstrates the accuracy and generalization of the ANNs, respectively. The fitting is linear with a relation y = kx, where k is the 
slope. The slopes of the two fitted lines for the cases of training and test are 0.9994 and 0.9998, respectively. Hence, the regression 
equation is given by y ≈ x, indicating a nearly exquisite prediction accuracy. In the same manner, Fig. 5(b) and (c) reveal the actual 
θout_FWHM and ψout alongside their predictions on the training and test sets, as in the case of Fig. 5(a). The datapoints display negligible 
deviations from the fitted lines, signifying strong correlations between the predicted and actual values. To examine the consistency 
between the predicted and actual results, a statistical measure of mean absolute error (MAE) was adopted in a bid to represent the 
mean of the absolute error between predicted and actual values. Typically, an MAE value close to zero implies that the predictions 
closely match the actual simulated results. The slopes of fitted lines and MAE values for θout_1/e2 , θout_FWHM, and ψout are listed in  
Table 8. The MAE of θout_1/e2 and θout_FWHM is slightly lower than that of ψout, implying that the ANN predicts the performance of lens A 
more accurately than the case of lens B. Nevertheless, the level of MAE corresponding to ψout is still low and thus acceptable. 
Considering the slopes of the fitted lines are in the vicinity of 1, it can be claimed that the ANN-based prediction of the performance of 
lens B is credible. Consequently, the superb prediction accuracy of the proposed ANNs has been verified. 

Fig. 5. Comparison of the actual θout_1/e2 , θout_FWHM, and Ψout simulated in LightTools with the predicted results of the proposed ANNs. (a) Actual 
and predicted θout_1/e2 for the training and test sets. (b) Actual and predicted θout_FWHM for the training and test sets. (c) Actual and predicted ψout for 
the training and test sets. 
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4.3. Process of the proposed ANNs to forecast lens specifications and comparison of complexity and computation time between the ANNs 
and LightTools 

When it comes to the design of a lens, its geometric parameters are to be tailored to exert optimum performance as per the re
quirements. Thus, a relatively slow and complicated process of manually setting numerous parameter combinations is unavoidable. 
Moreover, the command macros of widely used commercial optical design tools are burdensome for beginners, and manual tuning 
does not necessarily secure favorable lens performance. Even experienced engineers are often required to spend considerable time and 
effort writing and debugging programs to create lenses leading to the desired performance. The trained ANNs automatically analyze a 
substantial number of design parameters pertaining to a lens so as to predict its performance, thereby obviating manual parameter 
tuning and creation of complex programs. The proposed ANNs are intended to relieve the burden of lens designers. 

Compared with forward prediction which infers the lens performance from its parameters (X to Y), backward prediction (Y to X) is 
more in conformity with actual needs of designers. However, backward prediction is not feasible for the work reported here. The 
feature-to-label ratios of the ANNs for lenses A and B are 6:2 and 6:1, respectively, where the dimension of lens parameters is much 
higher than that of the lens performance. The large variances in dimensions of the lens parameters and performance make the ANNs 
particularly imprecise when using lens performance to forecast parameters of the lenses. Besides, another critical reason is that one-to- 
many mapping occurs when predicting the specification of a lens based on its performance, i.e., multiple combinations of lens pa
rameters may lead to an identical performance, which makes the forecasts ill-posed and tricky. The inverse prediction accuracy of an 
MLP model that infers X from Y has been tested to be as low as ~30 %. Given the particularity of the situation presented here, a strategy 
that can achieve the same purpose as the back prediction has been proposed. Although the constructed ANNs cannot be utilized to 
directly deduce the lens specifications from the lens performance, the ANNs can generate massive fresh datasets. Then, the only 
remaining work in the entire process is to select the required lens specifications. It is worth emphasizing that generating data is the core 
of the whole work and most time consuming. It takes full advantage of the extremely fast forward prediction speed of the ANNs to 
implement massive predictions, and then retrieves the lens specifications in reverse via the lens performance. The input features of 
lenses A and B can be further divided in finer increments within the original intervals, then ANNs enable predictions on the subdivided 
features owing to its swift inference speed and high accuracy, facilitating the generation of larger datasets in response to additional lens 
specifications and corresponding beam divergence and deflection angles. Under the condition where the amount of data generated is 
sufficiently large, lens technicians can back-search lens specifications with respect to the beam divergence and deflection angles 
predicted in the datasets, thus nullifying the need to finely tune the geometric parameters of the lenses, and readily realizing the 
desired performance. To expedite the querying of lens specifications, the produced datasets can be written into a database server 
MySQL (Oracle, US), which is an open-source relational database management system for data warehousing based on the Structured 
Query Language (SQL). Since MySQL is capable of rapidly organizing large datasets and executing complex conditional queries with 
the aid of flexible Structured Query Language (SQL), MySQL is utilized to select the desired lens specifications from the new datasets 
produced by the ANNs. When the generated data sets are written into MySQL, MySQL can reversely query the corresponding lens 
specifications according to the lens performance in a time period of microseconds. This method provides a new train of thought, which 
is different from the direct derivation of the lens specifications based on the lens performance. Considering writing data to the database 
and reverse lookup is neither time-consuming nor strenuous to implement, it is worth considering combining ANNs with MySQL. 

The fast inference speed of the proposed ANNs has been practically corroborated by comparing the computation time required for 
predictions with the simulation time of LightTools, which takes about 14 h to run 10,000 times of simulations. Meanwhile, for the same 
number of predictions, the proposed ANNs spend only a few seconds, proving that the developed model saves a substantial amount of 
inference time. The time consumption involved is summarized in Table 9. 

5. Discussion and outlook 

The two ANNs constructed in this work may not be directly applicable to the design of other optical lens scenarios, because the 
input features and output labels involved in other lens scenarios may be dissimilar to those required by the two established ANNs. 
However, with some modifications to the hyperparameters of the ANNs, the proposed MLP-based ML approach can be adopted for 
other lens design tasks. Due to the negligible burden of retraining a model, the architecture of the ANNs used in this work can be 
applied to forecast other lens solutions after a brief training period of around 5 s when a fresh training set is available. As a widely used 
reliable ML algorithm, the high efficiency and accuracy of MLP has been verified for the optical design by other researchers as well. 

Recently, multi-lens and free-form lens systems have been widely utilized. Compared with the design of a single geometric lens, 
devising combined lenses and free-form curvilinear surfaces can be more complicated. Since the complex optical components contain 

Table 8 
Slopes of the fitted lines and MAE values corresponding to the actual and predicted results.  

Lens performance Training set Test set 

Slope MAE Slope MAE 

θout_1/e2  0.9994  0.0432  0.9998  0.0430 
θout_FWHM  1  0.0250  0.9996  0.0255 
ψout  0.9951  0.0905  0.9948  0.0941  
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more relevant parameters that affect the performance of the optical system, their design is more time-consuming and labor intensive. 
These optical systems have more pressing demands for ANN-based optical design. The MLP-based ANN scheme can be retrained for 
combined lens systems and free-form lenses by simply reacquiring new training sets. Due to the substantially low time consumption 
and little difficulty of retraining the model, the proposed ANN framework also holds enormous possibilities in the design of complex 
optical systems for imaging and illumination purposes. However, the architecture of the ANNs proposed in this work is still subject to 
limitations in inverse design. Further work to integrate the current ANN architecture with advanced algorithms such as tandem neural 
networks, flow-based generative models, and variational autoencoders, may be conducted to thoroughly implement precise inverse 
predictions. It is believed that the upgraded ANN should be able to simplify and accelerate the design of more diverse optical 
structures. 

6. Conclusion 

In summary, an efficient ML proposal based on an MLP with two hidden layers was proposed and developed to expedite and 
streamline the lens design process. The proposed two ANNs can rapidly predict the performance of the two devised lenses with 
disparate parameters, and the target lens specifications can be reversely retrieved from the established database MySQL based on 
desired lens performance. The most noticeable feature of the scheme is that the ANN models avoid the cumbersome procedure of 
manually adjusting lens parameters and reduce the calculation time by a factor of 29,435 compared to LightTools. The demonstrated 
ML approach is highly anticipated to act as a prominent alternative or supporting means to conventional optical design tools. 
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